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Abstract

Experiments for the subjective evaluation of multimedia presentations and content are tra-
ditionally conducted in a laboratory environment. In this respect common procedures for the
evaluation of teleconference systems are no different. The strictly controlled laboratory environ-
ment, however, often gives a rather poor representation of the actual use case. Therefore in this
study we crowdsourced the evaluation of a teleconference system to perform the evaluation in a
real-life environment. Moreover, we used the unique possibilities of crowdsourcing to employ
two different demographics by hiring workers from Germany on the one hand and the US and
Great Britain on the other hand. The goal of this experiment was to assess the perceived Quality
of Experience (QoE) during a listening test and compare the results to results from a similar lis-
tening test conducted in the controlled laboratory environment. In doing so, we observed not only
intriguing differences in the collected QoE ratings between the results of laboratory and crowd-
sourcing experiments, but also between the different worker demographics in terms of reliability,
availability and efficiency.

Keywords: Crowdsourcing, QoE, Subjective evaluation, Binaural Audio, Teleconference

1. Introduction

Over the last decades teleconferencing has increasingly become an integral part of many peo-
ple’s everyday life. In the beginning the technology was limited to business environments using
proprietary equipment, but especially due to the adoption of voice over IP (VoIP) in recent years
conference calls have become an important element of private social interactions as well. In situ-
ations with multiple remote conferees in one session, however, the users’ conference experience
is often deteriorating when multiple speakers are simultaneously active and it becomes increas-
ingly difficult to identify and understand a single speaker. To improve the users’ experience in
this conference situation we recently developed a teleconference application that allows for a
spatially separated playback of the remote conference participants. The spatial playback was
implemented using binaural technology in order to exploit the so-called cocktail party effect that
allows humans to focus on particular sound sources in noisy environments [1].

Following the implementation and evaluation of several approaches to measure head related
transfer functions that are used to create the virtual 3-D audio [2, 3], we implemented a real time
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convolution engine allowing for spatially separated playback in a conference scenario with mul-
tiple remote conferees. The performance of this system was assessed in subjective evaluations to
quantify the benefits of the spatially separated playback provided by the system for the user.

The standardized procedures for the subjective evaluation of teleconferencing applications
require experiments to be conducted in a laboratory environment [4, 5, 6]. Even though a lab-
oratory environment ensures strictly controlled surroundings regarding the listening conditions
and the equipment —and thus usually provides highly repeatable and reliable results [7]- it can
be argued that these fixed experimental conditions give a rather poor representation of the real
world environment that most users find themselves when using a VoIP-based, but also traditional
teleconference systems.

In this context crowdsourcing offers a promising alternative to avoid these shortcomings of
traditional laboratory experiments. Crowdsourcing platforms such as Amazon’s Meachnical
Turk [8] or Microworkers [9] provide not only a large pool of potential test subjects, but also
allow to perform the experiments in a more realistic environment, comparable to the environ-
ment used in everyday teleconferences e.g. at home in front of their computer using their own,
usually non-professional equipment. In other words, crowdsourcing provides easy access to the
real world use conditions of a teleconference system that are very difficult to recreate in a lab-
oratory. There is, however, obviously much less control over the test conditions and there also
other restrictions regarding the overall experimental design that have to be considered as already
discussed by Hof3feld et al. in [10]. In order to asses how crowdsourcing and its potential benefits
could be incorporated and exploited for the evaluation of teleconference applications, especially
applications utilising a virtual 3-D audio envrionemnt, we conducted a series of listening tests,
performed both in the laboratory environment and using crowdsourcing, comparing the results
gained with these two different set-ups.

In the remainder of this article we will give a review of related work and a brief introduction
into binaural teleconference systems and their evaluation in Section 2, followed by a detailed
description of the conducted experiments in Section 3. Then we will present the results of the
experiments in Section 4 before concluding with discussing the results and some lessons learned
regarding the subjective evaluation for teleconference scenarios via crowdsourcing.

2. Background

In this section we provide a review of current research on subjective evaluation via crowd-
sourcing, especially in the context of listening tests, and current methods for the subjective eval-
uation of binaural audio presentations. Furthermore, we will discus the use and potential benefits
of binaural audio for teleconferencing and last but not least the concept of QoE.

2.1. Subjective Evaluation via Crowdsourcing

Crowdsourcing can be considered as the evolution of the outsourcing principle, where tasks
are submitted to a huge crowd of usually anonymous workers by a requester in the form of an
open call, instead of a designated employee or subcontractor that is assigned a specific job by
the employer [11]. These tasks are often relatively short and therefore also called micro-tasks
that can be done within a few minutes, but depending on the task, the granularity can differ [12].
As the goal of crowdsourced tasks is usually to delegate task that are simple for humans, but
are extremely difficult or even impossible to be done using algorithms, such tasks are also often
referred to as Human Intelligence Tasks or HITs.
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In the context of subjective quality evaluation, the overall aim of crowd-based subjective eval-
uations is then to replace laboratory experiments with online, usually web-based experiments
levering the huge pool of potential test subjects available using common crowdsourcing providers
e.g. Amazon’s MTurk [8] or Microworkers [9] that provide a mediation between the requesters
andworkers. Besides the easier access to test subjects, usually called workers in the context of
crowdsourcing, this allows also for a more diverse test population [10], leading to a more realistic
demographic. Moreover, depending on the location of the evaluation laboratory, the financial and
logistical resources necessary for performing an evaluation can be significantly lowered using
crowdsourcing, thus leading either to more subjects resulting in a statistical more representative
population or allowing for more evaluations. In this context crowd-based subjective evaluation
is often also referred to as crowdtesting [13].

Instead of implementing a separate testing application for each experiment, a number of
different frameworks have been proposed that provide an out-of-the-box web-based online
test environment, requiring only little or no programming skills to configure the evaluating
[14, 15, 16, 17, 18, 19]. Two frameworks often utilised are the Quadrant of Euphoria by Chen
et al. [14, 20, 21] and the QualityCrowd framework by Keimel et al. [16] that is also used in this
contribution. For a detailed discussion about web-based crowdsourcing frameworks for subjec-
tive quality assessment we refer to the survey in [22]

The QualityCrowd framework was chosen in this contribution on the one hand due to its avail-
ability as open source, but on the other hand also because it provides a multitude of different
options for the test design, allowing for any number of questions, and more importantly in the
context of this contribution, it also supports different stimuli e.g. videos, sounds or images or any
combination. In addition, it allows the use of different testing methodologies, e.g., single stim-
ulus or double stimulus, and different scales, e.g., discrete or continuous quality or impairment
scales, enabling us to tailor the test setup to our specific requirements.

2.2. Listening Tests via Crowdsourcing

So far there have been relatively few studies investigating whether crowdsourcing is an appro-
priate tool for subjective listening tests.

In [14], Chen et al. presented the results of two listening tests that were conducted using a
newly implemented crowdsourcing framework. The first experiment dealt with the perceived
QoE resulting from different MP3 compression levels of music files, whereas the second exper-
iment investigated the effect of packet loss on the QoE of a VoIP application. Both experiments
were conducted using the crowdsourcing platform MTurk, recruiting workers without any se-
lection according to demography or geographic location. For comparison, the same setup was
replicated in a laboratory environment with local test subjects. Although the study showed dif-
ferences regarding the reliability of the workers depending on their origin, the overall test results
were found to be reasonably consistent.

In [15], Ribeiro et al. suggested a framework called crowdMOS for subjective crowdtesting
and presented a case study that compared the perceived naturalness of different speech synthesis
algorithms. The study consisted of two crowdsourcing experiments: one in which the partici-
pants used headphones and one in which the participants used loudspeakers as playback device.
The results of these experiments were compared to a benchmark experiment that was also carried
out with paid online, but not crowdsourced participants. The study found a high correlation for
all listening tests with headphones, whereas the correlation for the test with loudspeakers was
considerably lower, but the study did not include results from a comparable laboratory experi-
ment as a ground truth benchmark.
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These results show that crowdsourcing is a promising approach for conducting listening tests.
However, there are clearly some restrictions. For example, it is mentioned in [14] and [15] that
the experiments carried out via crowdsourcing are not able to provide any expert training to the
participants. Furthermore any experiment that requires a very specific equipment is not suitable
for crowdtesting as also discussed in [13].

2.3. Binaural Audio and Subjective Evaluation

Most current sound systems that are designed for home entertainment purposes follow the
concept of stereo playback. This approach permits the positioning of virtual sound sources along
a straight line between two loudspeakers (2-D audio) as opposed to the simple monophonic play-
back, which would feed the same input signal to both speakers and make any virtual sound source
appear to be located at a fixed position between the speakers (1-D audio). Most approaches to
facilitate the reproduction of spatial or 3-D audio use arrays of more than two loudspeakers, such
as the very common 5.1 speaker setup or the more elaborate concept of wavefield synthesis [23],
but are clearly more expensive due to the increased number of loudspeakers.

Moving beyond loudspeakers, another approach to reproducing spatial audio using simple
stereo headphones is the binaural or immersive audio approach. The binaural method uses head
related transfer functions (HRTFs) to produce virtual 3-D audio scenes via headphone play-
back [1]. When measured in an anechoic environment, HRTFs contain the spectral characteristics
of the acoustic reflections caused by the pinnae and the torso that allow humans to determine the
position of a sound source. Filtering an audio signal with the corresponding HRTFs for the left
and right ear can therefore make the sound source virtually appear at any position where HRTFs
were measured. An in depth review of the state of the art methods for HRTF measurement as
well as binaural synthesis and playback can be found in [24].

To achieve the most authentic binaural audio experience possible, the synthesized signal
should be indistinguishable from the natural sound field produced by the actual sound source
in a real environment. Therefore, the compensation of spectral distortions caused by the electro-
acoustic transducers involved is an important issue [25]. Most of the distortion is usually induced
by the loudspeakers and microphones used during the HRTF-measurement process and by the
headphones used for playback. The spectral characteristics of the loudspeakers and microphones
are usually compensated during or immediately after the measurement. In most cases a recording
of the measurement stimulus from a microphone placed at the position of the center of the inter-
aural axis is used to create an inverse filter to equalize the recorded HRTFs. This approach was
also used for the HRTFs that are contained in the database that was measured at our institute [26].
A detailed description of the recording method is given in [3]

Headphone equalization on the other hand is influenced by a multitude of factors. There are
for example several reports that even different positioning of the headphones on the listeners
head can lead to different headphone transfer functions (HpTFs) [25, 27]. Another important
question is the choice between individual (measured from the listener) or general (measured
from a dummy head) headphone compensation. The studies presented in the literature [28, 27]
do not come to an unanimous answer to this question. They agree, however, on the fact that in
general headphone compensation leads to a more realistic binaural playback and should be used
whenever possible.

But apart from the headphone compensation the choice of the headphone itself has a significant
influence as well. A study by Schonstein et al. [29] showed that different headphones can lead to
significantly different results in a localization experiment. Surprisingly, headphone compensation
did not always improve the localization performance in this study. This is, however, not an
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explicit contradiction to the results of the studies discussed in the previous paragraph, since
these studies investigated perceptual differences to the natural sound field and not the localization
performance. These results illustrate, that optimal binaural synthesis is a highly sensitive process
with numerous influencing variables, which is one of the main reasons why at this point there
are only few real-life general applications that make use of this technology despite its immense
potential.

Subjective evaluation of binaural audio in general also faces some challenges. Since HRTFs
are usually measured for discrete positions on a spherical surface surrounding the listener, the
most common approach for the subjective evaluation of binaural audio presentations are local-
ization experiments. There is a multitude of studies to be found describing such experiments
and their results, e.g. in [30] or [31]. It is questionable, however, whether localization accuracy
is an adequate criterion to assess the guality of binaural audio presentations. It can be argued
that for many applications of binaural audio, e.g. in video games or in VoIP applications, the
fact how precisely the position of a virtual sound source can be determined is not as important
to the listener as an overall satisfactory impression of spatial audio. Also comparing the virtual
3-D audio to a real auditory scene does not always appropriately reflect the benefits of binaural
audio, especially if approaching the issued from an end user’s perspective e.g. if we consider the
cocktail party effect. An alternative to the use of localization accuracy or perceived realism as
criteria to evaluate immersive audio presentations generated with HRTFs is therefore the concept
of QoE.

2.4. Binaural Audio in Teleconference Applications

As mentioned in [24] there are numerous applications for binaural synthesis such as surround
sound by headphones, 3-D auditory displays or virtual reality. Another interesting area of ap-
plication, where users can benefit from binaural playback, are communication systems. The
cocktail party effect [1] is used in this connection to help the listener to distinguish and distribute
his attention between multiple active communication channels at the same time. The main ob-
jective in such applications is to improve intelligibility and speaker identification for the user.
While a very realistic 3-D audio impression is certainly preferable for communication systems
as well as for any other application of binaural audio, it is not necessarily the top priority in this
application context, as the main goal of using binaural synthesis is the separation of the different
participants in a teleconference. This is also one of the reasons why we decided to investigate
the use of crowdsourcing for the perceptual evaluation of the system despite its obvious short-
comings regarding the listening equipment as discussed in section 2.3. An example for such a
communication system is the teleconferencing system that was developed at the Institute for Data
Processing at TUM [3]. Among other features it enables spatially separated playback of remote
conference participants in real time. To do so, the audio signals from the individual speakers are
filtered with HRTFs from our HRTF database [26] on the receiving end of the system and the
listener can place the remote participants along a full circle at an elevation angle of 0° with an
azimuth resolution of 1°.

To evaluate the benefits provided by the system for the user we also performed a series of
listening tests investigating the users QoE and cognitive load while using the binaural playback
compared to simple monophonic playback [3]. The test results showed that in conversations
with four active speakers the listeners could remember more of the conversation’s content and
that the perceived effort to identify and follow the individual speakers decreased significantly
with binaural playback. Furthermore, in terms of QoE the test participants clearly preferred the
binaural over the monophonic playback. Note, that no headphone compensation was used during
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any of these evaluation experiments. As mentioned in the previous section, headphone compen-
sation is indeed crucial to achieve the most realistic spatial audio impression. For VoIP based
teleconferencing, however, individual measurements are out of the question and the flexibility of
a teleconference system is significantly improved if we do not require a specific type of head-
phone for all potential users. Furthermore, the results of the experiments in [3] show clearly that
binaural playback induces considerable benefits for the user in terms of QoE and cognitive load
even without headphone compensation.

2.5. Quality of Experience (QoE)

Quality of experience QoFE is a comparably new concept in the realm of multimedia quality
assessment. Unlike more established concepts, in particular quality of service (QoS), QoE fo-
cuses on the user’s perception and his expectations towards an application or presentation rather
than objective measures such as ubiquitous signal to noise ratio (SNR) or similar objective mea-
surements. Furthermore, QOoE sets itself apart from many studies concerned with audio quality
assessment, by considering the user’s overall impression rather than evaluating several different
attributes of sound quality as suggested by Letowski in [32]. Concepts and examples of such
experiments can be found in [33] and [34].

To this date there is no commonly accepted definition of the QoE concept, even though the
ITU has incorporated the notion of quality of service experienced as “A statement expressing the
level of quality that customers/users believe they have experienced” in ITU-T E.800 [35]. The
most recent definition of QoE that extends the previous work is the definition in the “Qualinet
White Paper on Definitions of Quality of Experience” [36]:

Quality of Experience (QoE) is the degree of delight or annoyance of the user of an
application or service. It results from the fulfillment of his or her expectations with
respect to the utility and / or enjoyment of the application or service in the light of the
user’s personality and current state.

Compared to previous definitions, it also takes into account the user’s current context and pro-
vides a more holistic view of the users. In this contribution, we therefore use this latest QoE
definition.

3. Experiments

The listening tests were conducted as part of the subjective evaluation of the aforementioned
immersive teleconference system. The system allows for a spatially separated playback of re-
mote conference participants using the binaural technology explained in the previous section. In
contrast to conventional teleconference systems that offer merely simple monophonic playback
of remote participants, the possibility to spatially separate multiple talkers enhances the user’s
ability to identify the single speakers, thus increasing their intelligibility and consequently im-
proving the overall teleconferencing experience. Therefore the focus of the evaluation was to
examine how users rate the system’s binaural playback in terms of QoE. During the listening
tests, the subjects were requested to take on the role of a teleconference participant and quantify
their subjective overall impression and satisfaction regarding the playback of the remote partic-
ipants. To collect the QoE ratings, we employed the continuous five point scale suggested in
ITU-R BS.1534-1 [37], also known as MUSHRA as depicted in figure 2.
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Figure 1: Virtual speaker alignment for (a) six and (b) four participants

3.1. Audio Material

In our experiments we used snippets from two different conference/meeting corpora. The Ger-
man dialogue used in the laboratory experiment and in the first crowdsourcing experiment (CS1)
was taken from a corpus designed especially for the evaluation of teleconference systems [38].
The English dialogue used in the second crowdsourcing experiment (CS2) was taken from the
AMI meeting corpus [39]. Since the recordings from [38] were edited to provide a more fluent
listening experience we decided to edit the AMI recordings in a similar manner. Furthermore we
removed annoying “pop” noises which occur when a conference participant is talking too close to
a microphone. During the editing process great care was taken not to impair the natural character
of the speech recordings while providing an equal standard for both, the German and the English
recordings as well. In total we collected six dialogue sequences from each corpus, each last-
ing for about one minute. The German dialogue included six different speakers while the AMI
recordings included four. Therefore we chose two different virtual speaker alignments reported
in [40] for the binaural rendering. The virtual speaker alignments are depicted in Figure 1.

The binaural playback was achieved by convolution of the edited single speaker channels with
HRTFs, which were measured from a KEMAR dummy head in a semi anechoic chamber at the
audio laboratory of the Institute for Data Processing at Technische Universitdt Miinchen using
the measurement approach described in [2]. Further information on the HRTF data is provided
in [26]. During the editing and binaural rendering we used 48 kHz WAV-files which were then
encoded to 320 kBit/s MP3-files to make them suitable for crowdtesting. To obtain comparable
results from laboratory and crowdsourcing experiments we decided to use the 320 kBits/s MP3
codec in all our experiments.

3.2. Laboratory Experiments

The laboratory experiments were conducted at the Institute for Data Processing at Technische
Universitdt Miinchen and sixteen subjects took part in our study. All of them were students
between the age of 21 and 25 and none of them reported any known hearing damages. In order to
emulate the recruitment of subjects using crowdsourcing, no test for confirming normal hearing
abilities were performed as this can not be done reliably in a crowdtesting environment. Each
subject received a reimbursement of € 5 for participating in the test that lasted approximately 20
minutes. The participants performed the evaluation task using the same QualityCrowd instance
and user interface that was also used in the subsequent CS1 and CS2 tests. The equipment used
in the laboratory experiment is listed in Table 1.

Upon entering the laboratory the interface was shortly introduced to the participants. They
then received a written introduction followed by a training consisting of one audio example for
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PC (0OS) Lenovo Thinkpad T520 (Ubuntu Studio 13.04 64 Bit)
Browser Firefox 27.0.1
Audio Interface Roland Cakewalk UA-25 EX
Headphones Beyerdynamic DT 990 Pro

Table 1: Equipment used in the laboratory experiment

Step 3 of 5

0

~How would you rate your overall impression of this playback?

Excellent

Good
Fair

Poor

Bad

Next

Figure 2: Playback and rating screen from the QualityCrowd user interface

the monophonic and one for the binaural playback method, both presented within the interface
of the QualityCrowd framework. After completing the introduction and the training, they were
given the possibility to ask questions in case they were insecure about their understanding of the
evaluation task or procedure.

The stimulus set consisted of the six German dialogue sequences discussed in Section 3.1.
Each sequence was presented once using monophonic playback and once using binaural play-
back. To ensure a similar structure of the experiment in both the laboratory and using crowd-
sourcing we decided to combine the monophonic and binaural treatments of the same stimulus
in a stimulus pair resulting in six stimulus pairs overall. Three of these pairs started with the
monophonic treatment, while the others started with the binaural treatment to avoid sequencing
bias [7]. Nevertheless, each of the stimulus treatments was assessed separately. Also the same
control questions used in the crowdsourcing experiments CS1 and CS2 were presented to the
subjects in the laboratory experiment in order to maintain an experimental design as close as
possible to the crowdsourcing experiments. The questions were always presented to the partici-
pants after they assessed the last of the two treatments in a pair. Finally, to control the sequencing
bias between the stimulus pairs we used a balanced Latin square design [7] to determine the pre-
sentation order. With 16 subjects each rating six stimulus pairs, we therefore collected a total of
192 single user ratings.
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Step 4 of 5

Control question: What was the topic of conversation in the last example?
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Figure 3: Control question screen from the QualityCrowd user interface

3.3. Crowdsourcing Experiments

The crowdsourcing experiments were conducted using Microworkers [9] as a crowd provider.
For each completed HIT the workers received € 0.47. Since the total duration of the laboratory
experiment, approximately 20 minutes, exceeds the recommended time for a HIT as suggested
in [13], we therefore split the entire procedure into six HITs, each consisting of one stimulus pair
and an additional control question to monitor the workers’ attention as recommended in [41]. The
control questions required simple multiple choice answers about the content of the conference
dialogue. We decided not to make correct answers to the control questions a requirement for
receiving the payment to keep the workers’ focus on the evaluation task. When a worker accepted
the first HIT from our experiment they were given an introduction and training that were the
same as the introduction and training in the laboratory experiment, with the exception that no
question could be asked by the workers to clarify any questions regarding the test setup. Only
the workers that successfully completed the training were able to participate in the test itself. This
represents a two stage design as recommended in [13]. The workers performed the evaluation
task and received a token to invoke the payment via Microworkers. After completing their first
HIT, workers could accept further HITs for the same payment without having to get through the
introduction and perform training again. Controlling the presentation order of the stimulus pairs
in a similar way as in the laboratory was not possible since different workers completed different
amounts of HITs. However, since they were able to choose the order in which they completed
the HITs for themselves at least a certain amount of randomization was provided. The aim of
the campaigns CS1 and CS2 was to complete 192 HITs in each campaign which equals a total of
384 single user ratings.

3.3.1. Crowdsourcing Experiment One (CS1)

In the first crowdsourcing campaign (CS/) we used the same (German) conference recordings
as in the laboratory experiment. Therefore, the worker audience from Microworkers was limited
to Germany. Otherwise the workers would not have been able to answer the control questions
correctly. However, a study by Hirth et. al. [42] suggests that European workers only play a
minor role in Microwrkers’ worker demographic. They make up 8% of the potentially available
workers. Poland and Romania provide 3% and 5%, respectively, indicating that the remaining
European countries, including Germany, offer only a very small proportion of the worker popu-
lation. As expected, the CS1 campaign required more time than most crowdsourcing campaigns
reported in the literature: it took a total of 13 weeks and 48 workers to collect the desired 192
HITs.
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3.3.2. Crowdsourcing Experiment Two (CS2

The second crowdsourcing campaign (CS2) used the English conference recordings from the
AMI meeting corpus and the worker audience was limited to the US and Great Britain. We added
this second campaign to the study since we were not aware of any previous studies using an ex-
clusively German worker demographic. Due to the demographic structure of the crowdsourcing
platform as discussed for the CS1 experiment, it was unclear whether such an experiment would
be feasible at all. But considering the results by Hirth et. al. [42] that workers from the US
make up 11% of the population on Microwrkers, it seemed reasonable to assume that a campaign
using this different demographic could be completed in a sensible amount of time. Moreover,
the second campaign was intended to be a validation experiment for CS1. The CS2 campaign
was completed over a relatively short period of time. It took less than 7 hours and 41 workers to
collect the desired amount of 192 HITs.

4. Results

In this section we provide a review of the experiments’ results. Besides the outcome of the
QoE evaluation task we also took a closer look at the differences between laboratory and crowd-
sourcing experiments regarding the reliability of the test subjects, the financial efforts that were
necessary to collect the QoE ratings and especially the effects of the diverse environments and
equipment conditions in the crowdsourcing experiments as opposed to the controlled set up in
the laboratory.

4.1. Reliability

Getting reliable results from crowdworkers is one of the most crucial issues in crowdtesting.
Therefore we excluded all results from any worker who answered one or more of the control
questions wrong. The same practice was applied in similar studies comparing a laboratory ex-
periment to a crowdsourced experiment e.g. in [43]. As discussed previously, we also included
the control questions in the laboratory experiment to ensure a preferably similar evaluation pro-
cedure on one hand, but also to provide a benchmark when comparing laboratory and crowd-
sourcing experiments to each other in terms of reliability.

As expected, the participants in the laboratory experiment were very reliable and answered all
of the control questions correctly. The workers in CS1 and CS2, however, showed surprisingly
different behaviour. The German participants in CS1 answered 97% of the questions correctly
and 92% of them were classified as reliable. The workers in CS2 on the other hand answered
only 76% of the questions correctly and only 56% of them qualified as reliable.

Another noticeable observation we made was that all of the five workers from CS1 that were
classified as unreliable only answered one of the control questions incorrectly whereas the ma-
jority of the unreliable participants in CS2 answered two or more questions incorrectly resulting
in a percentage of 21% (CS1) and 45% (CS2) of false answers among the unreliable test subjects.
This suggests that the unreliable workers in CS1 were more likely to be inattentive when they
gave wrong answers while the unreliable workers in CS2 seem to tend more towards deliberate
cheating. Figure 4 shows the distribution of incorrect answers per worker for CS1 and CS2.

4.2. Costs of Crowdsourcing vs. Laboratory

Since one of the main assets of crowdtesting compared to conventional laboratory experiments
is the reduction of the costs, we examine briefly the financial efforts that were made to obtain the
10



workers | reliable | % | questions | correct | %
LAB 16 16 100 96 96 100
CS1 48 44 92 192 187 97
CS2 41 23 56 192 145 76

Table 2: Overview about the reliability of the workers and the correct answers to the control questions
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Figure 4: Number of questions answered incorrectly among the workers classified unreliable in CS1 and CS2
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raliable ratings | costs | costs/reliable HIT
LAB 192 €100 €0.52
CS1 322 €96 €0.30
CS2 194 €96 €0.50

Table 3: Review of the costs for the LAB, CS1 and CS2 experiments and the price for a single reliable QoE rating

Background noise Price range of headphones
quiet | moderate | loud | <20€ | 20-49€ | 50-100€ | >100€
LAB 16 0 0 0 0 0 16
CSl1 38 6 0 11 21 11 1
CS2 20 2 1 5 12 6 0

Table 4: Overview about the reliable crowdworkers’ statements regarding background noise and the price range of their
headphones

QoE ratings from the laboratory participants and the workers. Table 3 gives an overview about
the expenses that were necessary to complete the three experiments and especially the costs to
get one single reliable rating in each experiment and it can be seen that in CS1 we had to spend
only about 60% compared to the laboratory experiments and CS2.

Putting these expenses into perspective, however, one still has to consider the costs for staff,
laboratory maintenance, administrative effort etc. that are necessary to conduct laboratory exper-
1mments.

4.3. Survey on environment and headphones

During the introduction to the crowdsourcing experiments we asked the workers to describe
the level of background noise in their environment by assigning it to one of three classes: guiet
(e.g. alone in a room), moderate (e.g. conversation in the background), and loud (e.g public
space). Furthermore, we asked them about the price range of the headphones they were using
as an indication of the headphones audio quality i.e. undistorted sound reproduction. The given
categories were: < 20 €, 20 -49 €,50 -100 € and > 100 €. The results of the survey as shown
in Table 4 revealed that most of the crowdworkers (87%) performed the evaluation task in a quiet
environment as did all the participants in the laboratory experiment. Regarding the question
about the headphones, however, we discovered that 73% of the crowdworkers used headphones
below a price of € 50, whereas only one person specified the price range that also applies for the
equipment used in the laboratory. And while we are aware that the price of the headphones is
not an accurate indicator for their suitability for binaural playback this observation nevertheless
reflects a considerable discrepancy in the equipment conditions between the laboratory and the
crowdsourcing experiments.

There is only little research available in general on the topic of the influence of different head-
phones on binaural playback. The most extensive study was done by Schonstein et al. [29]
comparing eight different headphones in a localization experiment. They came to the conclusion
that the localization accuracy varied widely between different headphone types while headphone
equalization of the HRTFs, which is obviously not feasible for crowdsourcing, had very little
effect in comparison.
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Figure 5: Boxplots of the QoE evaluation ratings (the red line marks the median and “x” the arithmetic mean value, the
box includes the upper and lower quartiles and the whiskers are 1.5 times the length of the respective quartile, the narrow
areas of the box show the 95% confidence intervals, red crosses mark outliers)

4.4. QoF Results

The boxplots of the QoE ratings from the laboratory and crowdsourcing experiments are shown
in Figure 5. Graphic analysis of the data indicates that the participants of the laboratory ex-
periment perceived a clear difference in terms of QoE between the monophonic and binaural
playback whereas in the CS1 and CS2 experiments this tendency appears far less distinct. The
overlapping 95% confidence intervals suggest that the difference between the mean values in the
CS1 and CS2 data might statistically not be significant. After establishing the normal distribution
of the data, we therefore applied the t-test to the QoE data to investigate whether the differences
between the means were rather based on random or systematic effects. Judging from histograms
and boxplots of the differences between the compared samples the data met the required pre-
condition of normal distribution. The results of the t-test are shown in Table 5: it confirmed our
assumption that the crowdworkers in CS1 and CS2 perceived no significant difference in terms of
QoE. With p-values of 39% (CS1) and 57% (CS2), respectively, we accepted the null hypothesis
whereas we rejected it with a p-value of 0.04% for the data from the laboratory experiment. The
threshold level @ was set to 5% while changing it to other common values such as 1% or 10%
did not affect the outcome of the analysis.

4.5. Discussion

As expected, comparing the crowdsourcing experiments to the experiments conducted in a
laboratory environment, we found that crowdworkers are less reliable than laboratory participants
13



p Null-hypothesis
LAB | 0.04% <« « rejected
CS1 39% > a accepted
CS2 57% > « accepted

Table 5: Results of the t-test to compare the means, @ = 5%

but more cost efficient.

Comparing CS1 and CS2, however, we made an interesting observation. Even though crowd-
sourcing is less popular in Germany than in the US and Great Britain, which is also reflected
in the vast difference regarding the amount of time needed to collect the desired amount of QoE
ratings, German workers were a lot more reliable and cost efficient. We assume that their motiva-
tion to participate in crowdsourcing is more likely to be out of personal interest whereas workers
especially from the US, where crowdsourcing is a lot more popular, are more likely to primarily
be motivated by the financial reward and thus tend more towards cheating.

On the topic of QoE evaluation of the two different playback methods, we arrived at diverging
observations between laboratory and crowdsourcing experiments as well. While the participants
of the laboratory experiment clearly preferred the binaural playback option, the crowdworkers
rated both, the monophonic and the binaural playback options, equally. Judging from the addi-
tional information we collected from the crowdsourcing participants using self-reports the main
hypothesis explaining the reason for the differing results is the use of different headphones by
the crowdworkers. And while we are not aware of any previous studies investigating the effect
of different headphones on the QoE of binaural audio presentations there is evidence in literature
to support the assumption that such varying playback conditions have a considerable effect on
the human perception as for example discussed by by Schonstein et al. in [29]. Besides that,
leaving out the headphone equalization could also have an influence on the binaural playback.
In the laboratory, however, this did not have the same effect. Another hypothesis regarding the
diverging results is that the crowdworkers did not pay sufficient attention to the introduction and
therefore did not fully understand their task. The presence of an instructor in the laboratory is
commonly known to increase the participants’ motivation.

Therefore we conclude that the particular type of experiment discussed in this contribution is
not necessarily suitable to be repeated via crowdsourcing as it does not yield similar results to
the laboratory. The data collected in the crowdsourcing experiments can, however, still be con-
sidered very valuable, since for a teleconferencing application, such as the one examined in this
study, the environment in which the crowdworkers performed the evaluation task is very a much
more accurate representation of the actual real-world use case than an experiment conducted in
a laboratory.

But on the other hand the results from the comparison between laboratory and crowdsourcing
experiments in this study illustrate the need for further research on QoE-influencing factors such
as e.g. the choice of headphones for binaural audio presentations in order to achieve a better
understanding of the possibilities and limitations of this technology from a user’s perspective.

5. Conclusion

The main contribution gained in the experiments described in this paper is that for the partic-
ular test case of binaural playback in a teleconferencing application the results from a laboratory
14



experiment can not be repeated via crowdsourcing. There are several possible explanations for
this observation. Firstly, there is the discrepancy regarding the headphones that were used by
the participants in the laboratory and crowdsourcing experiments. Another difference between
the two scenarios is that the test subjects in the laboratory experiment had the opportunity to ask
questions during the introduction in case they were not exactly sure about the purpose of their
task. Moreover, the presence of an instructor at the beginning of the experiment may also have
increased their motivation. The crowdtesting participants on the other hand only received the
written introduction and the same listening examples, but there was no room for further explana-
tions to prevent possible misunderstandings. To achieve a better understanding of the influence
that these factors have on the QoE results, however, further research is needed.

During the crowdsourcing experiments we also gained information especially about the be-
haviour of the two different demographics we addressed (Germany and US/Great Britain): while
the German crowdworkers were more reliable and thus cost-efficient, the experiment with work-
ers from the US and Great Britain took significantly less time to complete and was thus more
time-efficient. If this difference in the workers’ performance can be generalised or is specific to
the used crowdsourcing platform and/or demographics needs further studies.

Eventually, this study emphasizes the question whether crowdsourcing experiments can and/or
should always have the aim of replacing conventional laboratory experiments. In our case they
were much more of an insightful addition to the laboratory study that raised important questions
about the performance of the evaluated system under real world conditions than a replacement
of the laboratory experiment itself.
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